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Abstract—Reinforcement learning (RL) is one of the popular
methods for intelligent control and decision making in the field
of robotics recently. The goal of RL is to learn an optimal policy
of the agent by interacting with the environment via trail and
error. There are two main algorithms for RL problems, including
model-free and model-based methods. Model-free RL is driven by
historical trajectories and empirical data of the agent to optimize
the policy, which needs to take actions in the environment to
collect the trajectory data and may cause the damage of the
robot during training in the real environment. The main different
between model-based and model-free RL is that a model of the
transition probability in the interaction environment is employed.
Thus the agent can search the optimal policy through internal
simulation. However, the model of the transition probability is
usually estimated from historical data in a single environment
with statistical errors. Therefore, an issue is faced by the agent
is that the optimal policy is sensitive to perturbations in the
model of the environment which can lead to serious degradation
in performance. Robust RL aims to learn a robust optimal policy
that accounts for model uncertainty of the transition probability
to systematically mitigate the sensitivity of the optimal policy
in perturbed environments. In this overview, we begin with an
introduction to the algorithms in RL, then focus on the model
uncertainty of the transition probability in robust RL. In parallel,
we highlight the current research and challenges of robust RL
for robot control. To conclude, we describe some research areas
in robust RL and look ahead to the future work about robot
control in complex environments.

Index Terms—robust, reinforcement learning, dynamic pro-
gramming, transition probability, model uncertainty

I. INTRODUCTION

Reinforcement learning (RL) [1] is concerned about search-
ing a good policy for sequential decision making problems by
interacting with the environment via trail and error. Because
of the potential intelligence and active learning features, es-
pecially incorporating with deep learning [2], RL is widely
applied in many practical applications such as game playing
[3]–[6], autonomous unmanned driving [7], [8], robot control
[9]–[12], etc. According to the principle of RL, Markov
decision processes (MDP) [13] usually be considered as the
mathematical model to solve the policy optimization problems.
Then, the objective of RL agent is to maximize the expecta-
tion of the long term return from each state. The transition
probability of the states in MDP is important to estimate the
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Fig. 1. The relationship between RL and robust RL.

value function of the states and actions. However, the model of
the transition probability can not be measured exactly in many
RL optimization problems. Therefore, model-free RL methods
[14]–[19] are adopted to search the optimal policies of the RL
agents frequently. Without the model of the transition proba-
bility, the policy evaluation and improvement are calculated
through the historical trajectories generated by the current
policy of the agent. In [15], a replay buffer was used to stored
the transitions of the states by interacting with the environment
via the policy learned by the RL algorithm. Nevertheless,
the interaction between the agents and the environments is
expensive in many practical applications, especially in robot
control. The mechanical failure may encountered and lead
to the interruption of the training during policy learning.
However, model-based RL methods [20]–[22] can simulate
the transitions of the states using the learned model. Thus,
the interaction between the agents and the environments can
be avoided, resulting in increased sample efficiency. But, the
model of the transition probability is often estimated from
historical data in a single environment with statistical errors.
In many applications of current practice, the model errors are
ignored and training the policy of the agent using the learned
model as the true transition probability, which in turn affects
the learned policy. Then, the optimal policy learned with the
model is quite sensitive to the perturbations in the transition
probability and even lead to serious trouble in performance
with the real environment.

In order to address this issue, the robust formulation of
RL approach is proposed to maintain the optimization of



the policy in model uncertainty of the transition probability.
Robust RL [23]–[25] aims to learn a robust optimal policy that
accounts for model uncertainty of the transition probability
to systematically mitigate the sensitivity of the policy in
perturbed environments. The relationship between RL and
robust RL is shown in Fig. 1. In [26], the worst case of
the expected return value function was considered to obtain a
robust policy in a conservative form. In addition, to overcome
the overly conservative of the robust optimal policy, the soft-
robust framework of the policy search was presented in [27].
In this overview, we focus on the model uncertainty of the
transition probability in robust RL which influenced by the
perturbation of the environment, such as weather conditions,
change in mass, sensor noise, etc. Besides, the applications
and challenges of robust RL will be discussed.

The rest of this overview is organized as follows. In section
II, we formally describe the MDP formalization of RL and
the model of transition probability used in RL to optimize
the policies. The definition of robust RL and the uncertainty
set of transition probability are given in section III, also
we describe the robust formulation of RL methods used in
policy search and implement the calculation process of robust
RL combine with model-based RL. In addition, soft-robust
RL is explained to solve the issue of overly conservative
of robust RL algorithms in section IV. Then, in section V,
current research and challenges of robust RL is discussed.
Finally, section VI concludes this overview and proposes some
research areas in robust RL for robot control in complex
environments.

II. REINFORCEMENT LEARNING

The main principle of RL is to establish a mapping between
the state space S and action space A of agent by interacting
with the environment via trail and error, which called a policy
π : S 7→ A. Then, the goal of RL is to search for the
optimal policy (control strategy) π∗ of the agent to achieve
the maximum expected cumulative return from each state in
the state space.

A. Markov Decision Processes

Formally, RL can be described as a MDP, which usually be
represented as a six-element tuple 〈S,A,R, P, ρ0, γ〉, where:
• S is the set of all states in agent and environment.
• A is the set of all actions generated by the agent.
• R denotes the immediate reward function r(st, at) from

the state st and action at at timestep t.
• P is the distribution of transition probability
p(st+1|st, at) that map a state-action pair at timestep t
onto the next state at timestep t+ 1.

• ρ0 denotes the distribution of starting states.
• γ is the discount factor which satisfies γ ∈ [0, 1].
Then, the policy search of RL can be converted to a

mathematical optimization problem. The value function V (s)
and action-value function Q(s, a) are defined as the expected
cumulative rewards under current policy π at state s and action
a, respectively.

Vπ(s) = Eπ,p

[ ∞∑
t=0

γtr(st, at)

∣∣∣∣s0 = s

]
, (1)

Qπ(s, a) = Eπ,p

[ ∞∑
t=0

γtr(st, at)

∣∣∣∣s0 = s, a0 = a

]
. (2)

The optimal policy can be obtained by maximizing the value
functions through the optimal Bellman equations as follows:

V∗(st) = max
at

Est+1∼p [r(st, at) + γV∗(st+1)] , (3)

Q∗(st, at) = Est+1∼p

[
r(st, at) + γmax

at+1

Q∗(st+1, at+1)

]
.

(4)

B. Model-free RL

In general, the model of transition probability is not known
in many practical problems. Then, in order to search the
optimal policy of the agent, the historical trajectories generated
by the agent interacts with the environment are collected to
iterate for the policy search process. In [15], the authors
adopted deep neural networks to estimate the action-value
function and a replay buffer was used to store the transitions
(st, at, rt, st+1) which were sampled from the environment
according to the exploration policy. To improve the current
policy, the loss function was defined as the temporal-difference
(TD) error:

δMF
t = r(st, at) + γQφ̂(st+1, µ(st+1))−Qφ(st, at), (5)

where φ̂ and φ are the target network parameter and current
parameter of the action-value function, and µ(st+1) denotes
the deterministic policy at timestep t + 1. Therefore, the
parameters of the action-value function can be updated via
stochastic gradient descent (SGD) algorithm [28].

However, since the unstable policy is used for interacting
with the environment by trail and error during the collection of
the data, the agent may suffer from some unknown fault which
can lead to the interruption of the policy search program.
Due to the risk of failure during training framework, model-
free RL algorithms is generally limited to use in simulation
environments, such as OpenAI Gym [29], DeepMind Control
Suite [30], Torcs [31], etc.

C. Model-based RL

In addition to simulation applications in the field of game
playing, RL methods become more and more popular used for
robot control. In order to prevent the agent from interacting
with the environment which is expensive for robots, model-
based RL approaches are proposed to optimize the control
policy of robots with internal simulation. The framework of
model-based RL is shown in Fig. 2. In [32]–[34], the model of
helicopter’s transition dynamics was identified by supervised
learning. Then, the trajectories data of the helicopter for policy
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Fig. 2. The framework of model-based RL.

evaluation and improvement were generated by the model of
transition dynamics. Also, a neural network was used to learn
the dynamics model for quadrotor in [35] as the following
formulation:

st+1 = st + fθ(st, at), (6)

where fθ is a parametric function that maps from the current
state and action to the change of the state.

Without interacting with the environment during policy
learning, the agent can optimize the policy with less sample
data which reduce the sample complexity indirectly. Consider
the model of transition probability, the TD-error in (5) can be
written as follows:

δMB
t =r(st, at) + γ

∑
st+1∈S

p(st+1|st, at)Qφ̂(st+1, µ(st+1))

−Qφ(st, at).
(7)

D. Challenges in RL

Although many algorithms for RL are presented in recent
years, and have used in many notable practical applications.
There are also some challenges faced both in model-free and
model-based RL:
• The optimal policy learned by the RL algorithms are

mostly in a single environment, which may sensitive
to the perturbation of environment and even lead to
some unknown malfunctions in performance with the real
complex environments.

• The model of transition probability is estimated from
the historical data with some statistical errors generally.
However, the model errors are ignored and the policy
updated using the learned model as the true transition
dynamics.

• Great gaps are lying between the simulation policy and
the real environments.

III. ROBUST REINFORCEMENT LEARNING

Since the model of transition probability can not be mea-
sured accurately with the environment perturbations, the policy
learned from the model will be sensitive to the test environ-
ment which is not exactly same as the training environment

[36]. In order to systematically mitigate the sensitivity of
the optimal policy, the robust formulation of RL methods
are proposed to learn a robust optimal policy with model
uncertainty of the transition dynamics [37], [38]. Define a set
of uncertain model as P , then value function of the robust RL
problem can be written as follows with the worst-case:

Vπ(s) = inf
p∈P

Eπ,p

[ ∞∑
t=0

γtr(st, at)

∣∣∣∣s0 = s

]
. (8)

The optimality of the decision maker is to choose a policy that
maximize the value function above with the robust Bellman
equation:

V (st) = sup
at∈π(st)

inf
p∈P

Ep [r(st, at) + γV (st+1)] . (9)

The sets of transition probability uncertainty were described
using several models in [24], [39], such as KL-divergence,
likelihood, entropy, interval matrix, etc. For finite-state, finite-
action robust RL problem, the sets of the uncertain model can
be used to reformulate the optimization problem as a tractable
counterpart [40]. However, due to the infinity of transition
dynamics in continuous state and action space, the uncertain
sets of the transition probability model can not be presupposed
via the above formulation. In [26], the model function was
learned by manually selecting different perturbations in the
environment. Then, the TD-error for policy evaluation used
in robust RL can be converted to the following equation
according to (7):

δRt =r(st, at) + γ inf
p∈P

∑
st+1∈S

p(st+1|st, at)Qφ̂(st+1, µ(st+1))

−Qφ(st, at).
(10)

IV. SOFT-ROBUST REINFORCEMENT LEARNING

The main idea of robust RL is to consider the worst-
case in the environment with perturbations, we can get a
relatively conservative policy by maximizing the expected
return with uncertain model of the transition dynamics [41],
[42]. Sometimes, the policy searched by robust RL theory
is too conservative, the poor performance of the optimal
policy occurred even in the nominal environment without
perturbation. To address this issue, we need to find a new
optimal policy to balance the robust and aggressive characters
in the environment perturbation uncertainty. Soft-robust RL is
a kind of nonconservative policy optimization methods which
is extended from robust RL. An average model was proposed
to represent the distribution of uncertainty set P in [27].
Thus, the update of value function followed the average model
instead of the worst-case during policy evaluation. Therefore,
the TD-error used in soft-robust RL algorithm is calculated
as:

δSRt =r(st, at) + γ
∑

st+1∈S
p̄(st+1|st, at)Qφ̂(st+1, µ(st+1))

−Qφ(st, at),
(11)



where p̄(st+1|st, at) denotes the average model of transition
probability which is sampled from a Dirichlet distribution of
different transition functions generated by the corresponding
dynamic model.

V. CURRENT RESEARCH AND CHALLENGES

Because of the complexity and perturbation in real en-
vironments, the optimal policy learned by the agent in a
single scenario performs poorly and occurred to failure even
slight variations of transition dynamics generally. Especially in
practical applications, such as robot control, the unknown en-
vironment perturbations are ubiquitous. For example, consider
the different mass of the unmanned aerial vehicle during flight
control. Then, robustness to changes in transition probability
is an important component for RL used in real environments.
In addition to the research of robust RL above, we will now
examine some other research directions with robust RL which
are novel and practical.

A. Wasserstein Robust RL

For high-dimensional continuous control tasks, a robust RL
algorithm with Wasserstein distance [43] was proposed in [44],
recently. Different from the robust methods for discrete state
and action spaces [45], the policy and transition dynamics are
parameterized with θ and φ, respectively. Then, the learning
objective of the Wasserstein robust RL is obtained as follows:

max
θ

[
min
φ

Eτ∼pφθ (τ) [Rtotal(τ)]

]
s.t. E

(s,a)∼π(·)ρφ0π (·)

[
W2

2 (Pφ(·|s, a),P0(·|s, a))
]
≤ ε,

(12)

where τ is a trajectory of state-action pairs, pφθ (τ) denotes
the trajectory density function, Rtotal(τ) is the return of
τ , ρφ0

π (·) is a uniform distribution over state-action pairs
sampled from a trajectory, P0 denotes the reference dynamics,
W2

2 (Pφ(·|s, a),P0(·|s, a)) is the Wasserstein distance between
Pφ and the reference dynamics and ε is a hyperparameter
which used to specify the degree of robustness.

Then, updating the policy and transition dynamics parame-
ters according to (12). Because of the nonlinear presentation of
policy and transition probability, the robust RL algorithm with
Wasserstein constraints performs well on unseen dynamical
systems.

B. Robust Adversarial RL

Motivated by the gap between simulation and real-world
environment, and the model errors in training and test sce-
narios, a robust adversarial RL method was given in [46].
Two agents were trained at the same time, including a
protagonist and an adversary. Then, the protagonist learned
a optimal policy that is robust to any disturbances created
by the adversary by gaining the rewards of adversary when
the protagonist suffer from failure. The adversarial MDP is
described as a tuple 〈S,A1, A2, P,R, γ, ρ0〉, where A1 and A2

are the action spaces of protagonist and adversary, respectively.
P : S ×A1 ×A2 × S → R denotes the transition probability

and R : S × A1 × A2 → R is the reward of the two agents.
The expected return function of protagonist can be written as:

R1 = Ea1∼µ(s),a2∼ν(s)

[ ∞∑
t=0

γtr1(s, a1, a2)

]
, (13)

where µ(s) and ν(s) are the policies of two agents. Then,
the optimal policy of the protagonist can be learned by
maximizing the expected return in (13):

R∗1 = max
µ

min
ν
R1(µ, ν). (14)

C. Distributionally Robust RL

Consider the risk during learning process of the agent, a
risk-averse exploration method called distributionally robust
soft actor-critic was proposed to prevent poor decisions in
[47]. Maximum entropy theory was used to balance the risk-
averse and exploration strategy during policy optimization.
Due to the distributionally robust Bellman operators, lower
bound guarantee on the policy state-values was available.
Then, the method performed robust with estimation errors in
both discrete and continuous action spaces of RL.

D. Challenges in Robust RL

With the large gaps and model errors of transition dynamics
between simulation and real-world settings, Robust RL is an
important pipeline to improve the robustness of the optimal
policy in uncertain environment perturbations. Various of
algorithms have presented to search the robust optimal policy
with model uncertainty during learning process. However,
some challenges are still existing and need to be resolved
urgently.
• In general, the sets of uncertain transition probability

are obtained via assumption in advance, which may not
represent the perturbed environment accurately.

• The robust policy searched by the robust RL methods
is overly conservative sometimes, it is important to keep
the balance between the robustness and aggressivity of
the optimal policy.

• The goal of robust RL is to let the decision maker
more robust with transition dynamics uncertainty in en-
vironment perturbations. Then, it is a huge challenge
that transfer the simulation environment to real-world
robot control without failure occurrence even in unknown
complex environments.

VI. CONCLUSION

In this overview, we mainly discussed the framework of
robust RL with model uncertainty of transition dynamics and
the relationship with RL. We gave the calculation formulations
of policy evaluation for robust and soft-robust RL algorithms.
Also, we analyzed other research areas, challenges of robust
RL and its applications for robot control. In future work,
we plan to extend the robust RL methods to real-world
robot control, especially in complex perturbed environments.
Besides, we will consider different parameters of the robot as
perturbations, such as mass, friction, torque, etc. We believe



that robust RL has tremendous potential for robot control in
real complex environments.
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