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 Abstract - Face recognition is an important embodiment of 

human-computer interaction, which has been widely used in 

access control system, monitoring system and identity 

verification. However, since face images vary with expressions, 

ages, as well as poses of people and illumination conditions, the 

face images of the same sample might be different, which makes 

face recognition difficult. There are two main requirements in 

face recognition, the high recognition rate and less training time. 

In this paper, we combine Convolutional Neural Network (CNN) 

and Support Vector Machine (SVM) to recognize face images. 

CNN is used as a feature extractor to acquire remarkable features 

automatically. We first pre-train our CNN by ancillary data to 

get the updated weights, and then train the CNN by the target 

dataset to extract more hidden facial features. Finally we use 

SVM as our classifier instead of CNN to recognize all the classes. 

With the input of facial features extracted from CNN, SVM will 

recognize face images more accurately. In our experiments, some 

face images in the Casia-Webfaces database are used for pre-

training, and FERET database is used for training and testing. 

The results in experiments demonstrate the efficiency with high 

recognition rate and less training time. 
 

 Index Terms - Convolutional neural network, Support vector 

machine, Recognition rate, Training time. 

 

I.  INTRODUCTION 

Face recognition, as an important field of human-

computer interaction, has greatly promoted the development of 

artificial intelligence. Since the concept was proposed in 

1960s, there have been about five methods to implement face 

recognition, including the geometrical characteristic method 

[2], the subspace analysis method [3], the elastic graph 

matching method [4], the hidden Markov model method [5], 

and the neural network method [15]. Generally, the first four 

methods are classified as shallow learning since they can 

merely make use of some basic features of images, and they all 

rely on artificial experience to extract sample features.  The 

methods based on neural network are considered as deep 

learning since they could extract more complicate features, for 

example, corner point and plane features. 

When referring to the face recognition based on neural 

network, we may commonly think about the methods such as 

Convolutional Neural Network (CNN) [14], Deep Belief 

Network (DBN) [16], and Stacked Denoising Autoencoder 

(SDAE) [17]. CNN can take the images as the direct input, and 

robust to rotation, translation and scaling deformation of 

images. Moreover, manually acquiring some facial features 

from face images is relatively difficult, while CNN could 

extract effective facial features automatically. Generally 

speaking, CNN is a good choice for face recognition. In 1988, 

LeCun [1] successfully processed the 2-D images with multi-

layer CNN. With the development of computer hardware, in 

2012, Hinton and Krizhevsky [7] applied the deep CNN to 

process ImageNet database, and achieved a better consequence 

than ever. Besides face recognition, CNN is also widely used 

in face verification that also had remarkable results. In face 

verification, Sun Y [11, 12, 13] researched and developed 

DeepId method based on CNN, and they had worked out three 

generations of DeepId until 2015. With their DeepId methods, 

they proved that their face verification results were superior to 

human eyes. CNN is not only used as classifier to carry out 

two or multi-class classification problems, but also as feature 

extractor to extract effective features. In this paper, we mainly 

use CNN to extract the facial features.  

In this paper, we put forward a method of face 

recognition based on CNN and SVM. After finishing the 

feature extraction, we use SVM [6] as our final classifier to 

recognize face because of its obvious classification effect on 

nonlinear data.  SVM was proposed firstly by Corinna and 

Vapnik [8] in 1995, which belongs to the supervised learning 

method. SVM shows many special advantages in solving small 

samples, nonlinear and high dimensional pattern recognition. 

Moreover, SVM can be applied to other machine learning 

problems, such as function overfitting and curse of 

dimensionality. In our system, SVM is to realize the further 

feature extraction and final classification on the basis of the 

facial features extracted from CNN. In this way, we might 

extract more features than only CNN itself in a degree. Thus, 

the recognition result in our system based on CNN and SVM is 

better than the CNN itself.   

II. SYSTEM MODEL DESIGN 

A. The Structure of System 
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In our system, all samples that we use are scaled to 

32 32  pixels and preprocessed by flipping up. The Fig. 1 and 

the Fig. 2 respectively shows the training and testing 

framework. They describe the approximate recognition process 

of our system. We firstly use part of images of Casia-Webfaces 

database to train CNN, and get weights that represent facial 

features. Then we use these weights to initialize the layers of 

CNN except its last layer. For the last layer, initializing its 

weights by random initialization. After setting weights of all 

layers, we train CNN with target training dataset to extract 

facial features and utilize these features to train SVM. For the 

target testing dataset, we use the trained CNN extractor to 

extract features and use these features to recognize all the 

samples by the trained SVM classifier. 

 

Pre-training CNN

Train CNN

weight

Train SVM

feature

Pre-training dataset

Target training 

dataset

 
 

Fig. 1 The whole training system framework. 

 CNN  SVM

feature

Label

recognition
Target testing 

dataset

 
Fig. 2 The testing framework. 

 

B. Facial Features Extraction 

1) The Convolution and Pooling: As one of artificial 

neural network, CNN takes the image as its input, which 

greatly avoids massive data reconstruction and complex 

feature extraction in the traditional recognition algorithms. The 

weight sharing is the main advantage of CNN that makes it 

more similar to the biological neutral network. In addition, the 

weight sharing greatly reduces the complexity of the CNN 

system and decreases the number of parameters to be 

calculated. Weight sharing is realized through the convolution 

process, which is convenient for the follow-up treatment to the 

facial feature map. Convolution is the process that filters the 

image until it traverses the whole image, whose convolution 

formula can be described as follows: 

1l l l l
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where 1l

ix   is the i th input feature map at the 1l  th layer, 
l

jy  

is the j  th output feature map at the l  layer, M  is the set of 

of feature maps at the 1l  th layer. 
l

ijk  is the convolution 

kernel between the i th input map at the layer 1l    and the 

j th output map at the layer l . l

jb  is the bias of the j th output 

map at the l th layer.  f x  is Rectified Linear Units function. 

Pooling is another key point in CNN. Its theoretical basis 

is that images have the “stationarity” property, that is to say, 

the features that are useful in one region are also likely to be 

useful for other regions. Pooling is a process of subsampling 

that aggregates statistics of these features at various locations, 

which could reduce the resolution of image. Pooling enhances 

the robustness to the variations of images, such as rotation, 

noise, and distortion. It also reduces the dimensions of the 

output and reserves the notable features. There are two ways of 

pooling, the max pooling and the average pooling. In this 

paper, we adopt the max pooling in CNN. The maximum pool 

formula that we use is: 
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where 0, 0, 0m n s    , and 1

(m,n)

l

jy   is the value of the 

neuron unit  ,m n  that in the j th output feature map 1l

jy   at 

the 1l   layer,  ,m s r n s k     is neuron unit in the i th 

input map l

ix   at the 1l   layer, whose corresponding value is 

 ,

l

i m s r n s k
x

   
, 1

(m,n)

l

jy   is obtained by computing the biggest value 

over an s s  non-overlapping local region in the input map 
l

ix . 

2) The Structure of CNN: In recent years, the rapid 

improvements of computer hardware performance well satisfy 

the high demand to deal with large data and deep neural 

network. Many researchers tend to design deeper 

convolutional neural networks. For example, Parkhi etc. [10] 

designed a very deep CNN with 37 layers to manage an 

especially large database, which took them many days to train. 

The deeper layers might lead to the lower identification speed. 

We hope our system can recognize samples accurately and 

quickly, and it can also quickly recognize a new sample. The 

CNN that we design has only nine layers, as Fig. 2 shows, 

including one input layer, three convolution layers, three pool 

layers, one full connected layers and one output layer. Layer 

C1, C2 and C3 are convolution layers, and respectively consist 

of 30, 60 and 80 feature maps that extract and combine some 

features. In three convolution layers, each neuron in each 

feature map connects to a 5 5  local receptive field into the 

previous layer. Layer S1, S2 and S3 are subsampling layers, 

whose number of feature maps is equal to the maps number of 

their previous convolution layer. In three subsampling layers, 

each neuron in each feature map connects to a local receptive 

field in 2 2 to the previous layer. F1 is the first full connects 

layer with 512 neurons, each of which connects to all the maps 

of S3. The output layer is also a full connected layer, each 

neuron of which connects to the first full connected layer. 

Output layer will finally recognize all the input images based 

on the exacted features. 

To optimize the convolutional neural network, we use 

some optimization techniques. First, using the Rectified Linear 
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Units function  f x  that describes neural signal activation 

well to replace the sigmoid function in our convolutional 

layers. Second, we apply weight penalty based on L2 

regularization in our model because the smaller network 

weights could effectively prevents the over-fitting.  

Considering the high recognition rate and the less training 

time, we finally decide to use weight penalty in the third and 

the fifth layer by experiments. Third but not the last one, we 

use dropout that randomly selects half of the network units to 

be zero in our first fully connected layer. Dropout improves 

performance of neural networks by preventing co-adaptation 

of feature detectors. By using these optimization techniques, 

we get a better CNN with stable performance. In addition, in 

order to improve the generalization ability of the network, we 

introduce a lot of auxiliary data to pre-train the CNN. 

Fig. 3 Convolutional neural network model. 

3) The Pre-training of CNN: We introduce the Casia-

Webfaces database as our auxiliary dataset in pre-training, 

which consists of 500,000 images with 10,000 samples in 

different expression, pose, light, age and other conditions. We 

select part of samples with 30 images or more as our pre-

training dataset. In pre-training, we only use the first 30 

images of these samples, which the first 20 images are selected 

as training dataset and the last 10 images are selected as testing 

dataset. In total, we only use about 80,000 face images of 

Casia-Webfaces database. The pre-training dataset is inputted 

to the convolution neural network that we describe in the 

subsection B. 2), and network weights will be updated after 

certain number of iterations. In the process of convolution, the 

features extracted from the deeper layers are more effective 

and more complicate, and they are the abstract represent of the 

features from the lower layers. For example, it might extract 

some line features from the first convolution layer, and then it 

might extract some facial contour features from the latter 

convolution layer. As Fig. 4 shows, the weights after updating 

represent the facial features, such as brow, nose, eyes and 

mouth.  

We then use our target data FERET dataset to train CNN. 

Considering the similarity of target data and auxiliary data, we 

may initialing the weights of CNN except its last layer with the 

weights obtained by Casia-Webfaces database. The final 

convolution neural network would have stronger 

generalization ability and faster convergence rate. In order to 

better evaluate the CNN after the pre-training, we compare the 

result of FERET dataset before and after the use of pre-

training. As Fig. 5 shows, the result of using pre-training is 

better than not using pre-training in recognition rate and 

convergence speed. Pre-training improves recognition rate by 

13% and saves the training time of FERET dataset. 

 

 

Fig. 4 Facial features extracted from pre training 

 
                Fig.5 The comparison of using and not using the pre-training. 

C. Face Recognition Based On CNN and SVM 

In this section, we chose SVM to recognize faces as its 

excellent performance in solving linear inseparable problem. 

SVM may find an optional separating hyperplane, which 

makes the distance of the training samples close to it 

maximization. SVM is aimed to minimize empirical risk and 

confidence interval to achieve good statistical rules of samples 

and improve the generalization ability of machine learning. 

For linear inseparable problem, SVM maps input in low 

dimensions into a higher dimension feature space that makes 

separation easier.  

In this paper, we use the Support Vector Clustering 

(SVC) function to find the support vector. There are two 

significant advantage in SVC, which can generate the cluster 

boundary of arbitrary shape and analyze noise data points to 

separate the overlapping clusters. SVC may map the data 

points to a high dimensional feature space by using the Gauss 
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kernel, which could find a smallest sphere that can surround all 

the data points. The sphere is mapped back to the data space, 

which makes a set of contour lines of closed data points.  

These data points that are closed by the contour line belong to 

the same cluster. 

 In our system, the input of SVM is the facial features of 

the output layer in CNN. The input training dataset and the 

testing dataset of SVM are the output features of the training 

dataset and the testing dataset of CNN, respectively. The 

training label and the testing label of SVM are respectively 

same to the training label and the testing label of CNN. In 

SVC function, we adopt Radial Basis Function (RBF) as our 

kernel function: 

   2, expi j i jK x x x x       , 0                   (4)        

where ,i jx x  are samples of input dataset, and  is kernel 

parameter. The final optional problem is: 

 
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i j i j i j j
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

  
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                 (5) 
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where
iy  is the category of 

ix  , 
i  is the coefficient of 

Lagrangian, C  is the penalty coefficient. For the final 

recognition, we use the one-versus-one method in SVM. The 

one-versus-one is to design a SVM between any two types of 

samples in training dataset and adopt voting mechanism to 

identify which classes a new sample belongs to. We need to 

design 
 1

2

n n 
 SVMs if there are n  classes. The voting 

mechanism will test an unknown sample in the  
 1

2

n n 
 

SVMs, respectively, and determine which class the sample is 

more likely belong to in each SVM. Then we add one vote to 

the winning class and count the total number of votes for each 

class.  When an unknown sample is classified, the final class 

that obtains the most votes is the class of the sample. The 

method one-versus-one would complete the recognition to all 

the classes. The fusion of CNN that can extract invariant 

features and SVM that can learn a better interface by the 

function SVC will able to improve the recognition 

performance.  

III. DATASETS 

FERET dataset is used to evaluate our method, which is 

composed of 1400 pictures, including 200 individuals, each of 

which has 7 pictures under the different expression, light, and 

posture conditions. We mask the seven images as 

1a  , 2a  , 3a  , 4a  , 5a  , 6a  and 7a  respectively, as the Fig. 6 

shows. The image 1a  is frontal face image in normal 

condition, while the image 6a  is frontal face image with smile, 

the image 7a  is frontal face image in lower light and others are 

images with invariant pose.  

In order to extract more facial features, we enlarge dataset 

with flipping up the original images. As Fig. 6 shows, the 

image 
7 flipa  is the image obtained by flipping up the image 

7a . In the original dataset division, the training dataset 

consists of 800 images, while the testing dataset consists of 

600 images because four images of each sample are appended 

to training dataset and the remaining three pictures are added 

to testing dataset. After flipping up, the final training dataset 

consists of 1600 images and the testing dataset consists of 600 

images since we don’t process images in testing dataset. 

 

          

1a                              
2a                                

3a  

           

4a                            
5a                               

6a  

     

7a                       7 flipa  

Fig. 6 The seven masked images of a sample 
1a  , 

2a  , 
3a  , 

4a  , 
5a  , 

6a  

and
7a ,  and the filling up image 7 flipa  of 

7a . 

IV. EXPERIMENTS ANALYSIS 

In order to fully verify our network in more aspects, we 

give some definitions, such as “test samples123” and “train 

samples 4567”. The “test samples123” means the images 
1a , 

2a , 
3a  of each sample in FERET dataset that are selected as 

the testing dataset, while the “train samples 4567” means the 

images 4a , 5a , 6a , 7a  of each sample in FERET dataset are 

selected as the training dataset. In our system, “test 

samples123” is equivalent to “train samples 4567”, that is to 

say, in this two case we will finally get the same training 

dataset and the testing dataset. There are main three 

experiments in our system, including recognition performance 

experiment of CNN, recognition performance experiment 

based on CNN and SVM and the training time experiment. We 

mainly evaluate and analyze our system based on these 

experiments. 
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A. Recognition Performance of CNN 

We randomly select six different testing datasets and their 

corresponding training datasets to adequately assess the 

performance of recognition rate. The six different testing 

datasets respectively are “test samples123”, “test samples127”, 

“test samples145”, “test samples235”, “test samples246” and 

“test samples135”. The final experiment results are all 

converged to a certain value quickly with the high recognition 

rate due to the pre-training. As the Fig. 7 shows, the 

recognition rate starts to converge from the 30th epoch, and 

the error rate begins to converge from the 50th epoch. The 

recognition rate respectively are 87.29%, 94.16%, 97.59%, 

97.59%, 98.25% and 99.66% according to the order from low 

level to high in the six different dataset selections. The 

recognition error rate of most selections finally can be reduced 

to 0.03%, as the Fig.8 shows. The characteristic of image 
6a  

under dark illumination in each sample is not obvious. In 

experiments, the recognition rate is relatively low and the 

recognition error rate is relatively high if selecting the image 

6a  of each sample as the testing dataset. 

 
Fig. 7 The recognition rate in six selections based on CNN 

 
Fig. 8 The recognition error rate in six selections based on CNN 

B. Recognition Performance of CNN and SVM 

We use the facial features extracted from CNN to train 

the support vector machine, which equivalents to second 

extract features, hence, we might extract more facial features. 

It needs to adjust some parameters when the CNN and SVM 

are trained. In CNN, we select 128 as the final batch size and 

0.0005 as the decay coefficient. In SVM, the most important 

parameter  . We also select different six training datasets and 

testing datasets to compare the performance of CNN and 

CNN+SVM. Every selection can achieve the optional result by 

adjusting the parameter  . We can find that the final 

classification of CNN+SVM is more accurate, as the Table I 

shows, the result of CNN+SVM is higher than that CNN is 

used alone. 
TABLE I 

THE RECOGNITION RATE BASED CNN + SVM 

Dataset selection CNN CNN + SVM 

Test Samples 126 94.50% 95.36% 

Test Samples 123 98.25% 98.63% 

Test Samples 135 99.66% 99.83% 

Test Samples 145 97.59% 98.45% 

Test Samples 235 97.20% 97.59% 

Test Samples 246 94.16% 95.19% 

C. Training Time 

Training time is of great importance in face recognition, 

however, the high recognition rate is often accompanied with 

the more training time. In this paper, we use a large number of 

auxiliary data to train the network to speed up the convergence 

speed. To compare and analyze the performance of our 

algorithms in detail, we list the training time and the testing 

recognition rate in Table II. To compare the training time with 

the method [9], we also select the ORL dataset as our goal 

dataset. We select the first seven images of each sample as the 

training dataset and the remaining images as the testing 

dataset. The recognition rate of CNN+SVM can reach 97.5% 

at the 28th second while method [9] reaches 93.30% at the 

343th seconds. When CNN+SVM is used in the new samples, 

it is also quickly to get the recognition result. Therefore, the 

performance of the training time of CNN+SVM is relatively 

excellent. 
Table II 

COMPARISON OF TRAINING TIME BETWEEN ACNN AND CNN+SVM 

Algorithm Training time(s) Test recognition rate 
Global expansion 

ACNN [9] 
275 91.67% 

Global + local 

Expansion ACNN [9] 
343 93.30% 

CNN   SVM 28 97.50% 

 

V. CONCLUSION 

In this paper, we propose an effective face recognition 

system based on CNN and SVM. In our system, CNN is used 

as a feature extractor and SVM is used as a classifier. In order 

to improve the performance of CNN, we use some 

optimization techniques to train CNN. Pre-training CNN with 

some ancillary data to improve the generalization ability of 

network, which takes much less time to extract facial features 
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of target dataset. Taking the features of output layer as the 

input of SVM, which gets more accurate recognition result 

with its advantages in classification. The model that CNN 

combined with SVM spends less training time and obtains high 

recognition rate. The experiments based on FERET and ORL 

dataset verify the advantage of our system. In the future, we 

will try to find a balance point of recognition rate and training 

time based on a deeper CNN with more optimization 

techniques and a larger dataset. 
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